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Abstract. Let Bn(m) be a set picked uniformly at random among all m-

elements subsets of {1, 2, . . . , n}. We provide a pathwise construction of the

collection (Bn(m))16m6n and prove that the logarithm of the least common

multiple of the integers in (Bn(bmtc))t>0, properly centered and normalized,

converges to a Brownian motion when both m,n tend to infinity. Our ap-

proach consists of two steps. First, we show that the aforementioned result is

a consequence of a multidimensional central limit theorem for the logarithm

of the least common multiple of m independent random variables having uni-

form distribution on {1, 2, . . . , n}. Second, we offer a novel approximation of

the least common multiple of a random sample by the product of the elements

of the sample with neglected multiplicities in their prime decompositions.

1. Introduction

The analysis of divisibility properties of random integers is a classical problem

in the probabilistic number theory going back to pioneer works by Dirichlet [13]

and Cesàro [9, 10, 11]. Among other results, Cesàro in [11] has proved that the

expected least common multiple (lcm) of two integers picked uniformly at random

from the set [n] := {1, 2, . . . , n} is asymptotically, as n→∞, equal to their product

multiplied by the constant ζ(3)/ζ(2), where ζ is the Riemann zeta function. In the

modern probabilistic language, this result can be stated as

(1) lim
n→∞

E

(
lcm(U

(n)
1 , U

(n)
2 )

U
(n)
1 U

(n)
2

)
= lim
n→∞

E

(
1

gcd(U
(n)
1 , U

(n)
2 )

)
=
ζ(3)

ζ(2)
,

where U
(n)
1 , U

(n)
2 are independent copies of a random variable U (n) with distribution

(2) P{U (n) = k} = 1/n, k ∈ [n],

and gcd denotes the greatest common divisor.
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There are various ways to generalize (1) and some of them have received attention

in probabilistic as well as number theoretic literature. For example, one can ask

about the asymptotic distribution (instead of the asymptotic average) of sequences

of random variables(
lcm(U

(n)
1 , U

(n)
2 , . . . , U

(n)
m )

U
(n)
1 U

(n)
2 · · ·U (n)

m

)
n∈N

or

(
lcm(U

(n)
1 , U

(n)
2 , . . . , U

(n)
m )

nm

)
n∈N

where m ∈ N is a fixed integer. This problem has been solved in [8], see also [18],

by showing that both fractions converge in distribution to proper random variables,

see Eq. (15) and (16) in [8] and also Proposition 3.3 below. Another way towards

generalization of (1) is to replace the random set {U (n)
1 , U

(n)
2 , . . . , U

(n)
m } by a more

sophisticated (and/or with cardinality depending on n) random subset of [n]. In

[12] the following model has been proposed: fix θ ∈ (0, 1), remove every element

j ∈ [n], independently of the other elements, with probability 1 − θ and denote

the remaining subset by An(θ). This model has been intensively analyzed in [1],

see also [21], where the authors proved various limit theorems, including a strong

law of large numbers for Ln(θ) := log lcm(An(θ)), functional limit theorems for the

process (Lbntc(θ))t∈[0, 1] and Poisson limit theorems when θ = θn is either close to

zero or one. A nice survey of the recent results in the field can be found in [16].

Another class of examples is related to the theory of random permutations. Let

Sn be the symmetric group of all permutations of [n]. If σ ∈ Sn is a random

permutation picked according to some probability distribution on Sn, then the

collection of cycle lengths of σ is a random subset of [n] and its least common

multiple is equal to the order ord(σ) of the permutation σ. This object has been

studied for Ewens’ permutations (including the case of the uniform distribution on

Sn), see [4], and also for more general probability measures on Sn, see [17, 22]. For

example, the famous Erdős–Turán law [15] states that log ord(σ) is asymptotically

normal, as n→∞, if σ is picked uniformly at random from Sn.

In the present paper we investigate another model of choosing a random subset

of [n]. Let Bn(m) be a subset chosen uniformly at random among all subsets of

[n] containing exactly m elements. To the best of our knowledge, the asymptotic

behavior of log lcm(Bn(m)) has only been (partly) investigated in [12]. Theorem

1.2 therein states that for m = mn < n,

(1−m/n) log lcm(Bn(m))

m log(n/m)

P−→
n→∞

1,

where
P−→

n→∞
denotes convergence in probability. The purpose of our work is to shed

more light on this model. We provide here an explicit pathwise construction of the

whole random collection (Bn(m))16m6n and then prove new limit theorems for the
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properly normalized sequence of stochastic processes(
log lcm(Bn(btmc))

)
t>0

assuming that m = o(n) and m,n→∞ (Theorem 3.5). As an important ingredient

of our approach we also derive limit theorems for accompanying random processes(
log lcm(U

(n)
1 , . . . , U

(n)
bmtc)

)
t>0

,

where (U
(n)
j )j>1 is a sequence of independent copies of a random variable U (n)

with distribution (2), and both m,n → ∞ (Theorem 3.6). The case of fixed m

follows essentially from the aforementioned results proved in [8], however the case

when mn →∞ requires a completely different and novel approach, whilst existing

techniques fail for this problem.

The paper has the following structure. In Section 2 we provide an explicit

construction of the collection (Bn(m))16m6n and relate it to the classical coupon

collector problem. Section 2 culminates with formula (4), which defines all Bn(m),

1 6 m 6 n on the same probability space via the accompanying sequence (U
(n)
j )j>1

and an appropriate sequence of stopping times (τ (n)(m))m>1. The main results are

presented in Subsections 3.1 (Proposition 3.3 and Theorem 3.4) and 3.2 (Theo-

rems 3.5 and 3.6). Our strategy of the proof of the main results is discussed in Sub-

section 3.3. In Section 4 some elementary facts about the sequence (τ (n)(m))m>1,

used later in the proofs, are collected. The proofs of Theorems 3.5 and 3.6 are

scattered across Sections 5, 6 and 7. The proof of Proposition 3.3 is given in the

Appendix.

2. Explicit construction of (Bn(m))16m6n

Let (U
(n)
j )j∈N be a sequence of independent copies of a random variable U (n)

with the uniform distribution on [n], that is, the distribution given by (2). For

n ∈ N, 1 6 m 6 n, put

τ (n)(m) := inf{j ∈ N : there are exactly m different values among

U
(n)
1 , U

(n)
2 , . . . , U

(n)
j }.

Note that P{m 6 τ (n)(m) < ∞} = 1. The variable τ (n)(m) can be interpreted in

terms of the well-known coupon collector problem. Assume that there are infinitely

many coupons and that each coupon has one of n different types. Then τ (n)(m)

is the number of coupons a collector needs to buy in order to have coupons of

exactly m different types. In particular, τ (n)(n) is the number of purchases needed
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to acquire the entire collection. We put τ (n)(0) := 0 and τ (n)(m) := τ (n)(n) for

m > n.

The following representation is immediate. For i = 1, . . . , n, let Xi,n be the

number of purchases needed to buy a coupon of a new type given that the number

of different types in the current collection is i − 1. It is straightforward to check

that the variables (Xi,n)i=1,...,n are mutually independent and

P{Xi,n = j} =

(
i− 1

n

)j−1(
1− i− 1

n

)
, j ∈ N.

Furthermore,

(3) τ (n)(m) = X1,n +X2,n + · · ·+Xm,n, 1 6 m 6 n.

We have the following result.

Lemma 2.1. For every fixed 1 6 m 6 n, the random set

{U (n)
1 , U

(n)
2 , . . . , U

(n)

τ(n)(m)
} = {U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m)
}

is uniformly distributed among all subsets of [n] containing exactly m elements.

Proof. It is enough to show that

P{{U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m)
} = {b1, b2, . . . , bm}} = 1/

(
n

m

)
, 1 6 m 6 n.

for every fixed set {b1, b2, . . . , bm} ⊂ [n] of pairwise distinct integers. We argue by

induction on m. For m = 1, the claim is obvious because τ (n)(1) = 1 by definition.

We have, for 2 6 m 6 n,

P{{U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m)
} = {b1, b2, . . . , bm}}

m∑
j=1

P{U (n)

τ(n)(m)
= bj |U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m−1) = {b1, b2, . . . , bm} \ {bj}}

× P{U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m−1) = {b1, b2, . . . , bm} \ {bj}}.

The first probability under the sum is equal to (n − m + 1)−1 and the second

probability, by the induction assumption, is
(

n
m−1

)−1
. Therefore,

P{{U (n)

τ(n)(1)
, U

(n)

τ(n)(2)
, . . . , U

(n)

τ(n)(m)
} = {b1, b2, . . . , bm}}

=

m∑
j=1

(
(n−m+ 1)

(
n

m− 1

))−1
= m

(
(n−m+ 1)

(
n

m− 1

))−1
= 1/

(
n

m

)
,

as wanted. �
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The explicit construction in Lemma 2.1 allows us to construct the whole collec-

tion (Bn(m))16m6n in a consistent way from the sequence (U
(n)
j )j∈N. Thus, from

now on we redefine the sets Bn(m) by putting

(4) Bn(m) := {U (n)
1 , U

(n)
2 , . . . , U

(n)

τ(n)(m)
}, 1 6 m 6 n.

Now we can speak about the distribution of (Bn(i), Bn(j)), i 6= j and more generally

about finite-dimensional distributions of the collection (Bn(m))16m6n.

3. Limit theorems for the least common multiple of Bn(m)

Denote by P the set of prime numbers. Also, let λp(n) denote the multiplicity

of a prime number p ∈ P in the unique decomposition of n ∈ N into prime factors,

that is,

n =
∏
p∈P

pλp(n).

In what follows we tacitly assume that all products and sums with indices p, q, r, s

only extend over prime numbers. We also stipulate that “const” is a constant whose

value is of no importance and may change from one appearance to another. Also,

all unspecified limit relations are assumed to hold as n→∞.

3.1. The case of fixed m. Let ((Gk(2),Gk(3),Gk(5), . . .))k∈N be a sequence of

independent copies of an infinite vector (G(2),G(3),G(5), . . .) with mutually inde-

pendent coordinates having a geometric distribution

(5) P{G(p) > j} = p−j , j ∈ N0, p ∈ P.

The importance of these geometric variables stems from the following lemma which

has a long history, see, for instance, [20, Formulas (2.5)-(2.7)] and [5], and is pre-

sented here in the form borrowed from [8].

The distribution given in (2) is a discrete uniform distribution. We recall that

there also exists a continuous uniform distribution µ, say on [0, 1] defined by

µ(dx) = 1(0,1)(x)dx. We shall write
d,∞−→
n→∞

and
d−→

n→∞
to denote convergence in

distribution in R∞ endowed with the product topology and in R, respectively.

Lemma 3.1. Let

U (n) =
∏
p∈P

pλp(U
(n))

be the decomposition of U (n) with distribution (2) into prime factors. Then

(i) (
λp(U

(n))
)
p∈P

d,∞−→
n→∞

(
G(p)

)
p∈P

;
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(ii) (
n−1U (n),

(
λp(U

(n))
)
p∈P

)
d,∞−→
n→∞

(
U, (G(p))p∈P

)
,

with U being uniformly distributed on [0, 1] and independent of (G(p))p∈P ;

(iii) for p, q ∈ P, p 6= q and kp, kq ∈ N0,

P{λp(U (n)) = kp, λq(U
(n)) = kq} = (1− p−1)(1− q−1)p−kpq−kq +O(n−1),

where the constant in the O-term does not depend on (p, q, kp, kq).

With the help of this lemma the following result has been proved in [8].

Proposition 3.2 (Formula (16) in [8]). For every fixed m ∈ N,

log lcm(U
(n)
1 , U

(n)
2 , . . . , U (n)

m )−m log n

d−→
n→∞

m∑
j=1

logUj +
∑
p

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
)
,

where (Uj)j=1,...,m are independent random variables with the uniform distribution

on [0, 1] which are also independent of (Gk(p))k∈N,p∈P .

Using the same techniques as in [8] Proposition 3.2 can be strengthened as fol-

lows.

Proposition 3.3.(
log lcm(U

(n)
1 , U

(n)
2 , . . . , U (n)

m )−m log n
)
m∈N

d,∞−→
n→∞

( m∑
j=1

logUj +
∑
p

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
))

m∈N
,

where (Uj)j>1 are independent random variables with the uniform distribution on

[0, 1] which are also independent of (Gk(p))k∈N,p∈P .

We shall give a short proof of Proposition 3.3 in the Appendix. Since, for every

fixed m,

lim
n→∞

P{τ (n)(m) = m} = 1,

see formula (12) below, Proposition 3.3 immediately yields the following.

Theorem 3.4.(
log lcm(Bn(m))−m log n

)
m∈N

d,∞−→
n→∞

( m∑
j=1

logUj +
∑
p

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
))

m∈N
.
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3.2. The case m = mn →∞ and mn = o(n). Theorem 3.4 dealing with the case

of fixed m follows, for the most part, from the previously known results. The case

mn →∞ turns out to be more intriguing and requires a different approach.

As usual, we write (Zn(t))t>0
f.d.d.−→
n→∞

(Z(t))t>0 to denote weak convergence of

finite-dimensional distributions, that is, for any k ∈ N and any 0 6 t1 < t2 <

· · · < tk < ∞, (Zn(t1), . . . ,Zn(tk)) converges in distribution to (Z(t1), . . . ,Z(tk))

as n→∞. For every fixed n ∈ N and y > 0, put

(6) cn(y) :=
∑
p6n

log p (1− (1− n−1bn/pc)y).

We distinguish two cases:

(A) mn 6 n1/2 for all sufficiently large n and limn→∞mn =∞;

(B) mn > n1/2 for all sufficiently large n and mn = o(n) as n→∞.

Here is our first main result.

Theorem 3.5. Let (B(t))t>0 be a standard Brownian motion.

(i) If (A) holds, then(
log lcm(Bn(bmntc))− cn(bmntc)√

2−1mn logmn

)
t>0

f.d.d.−→
n→∞

(B(t))t>0.

(ii) If (B) holds and mn = O(n(log n)−1), then(
log lcm(Bn(bmntc))− cn(−n log(1− (mnt)/n))√

2−1mn(log n− logmn)(3 logmn − log n)

)
t>0

f.d.d.−→
n→∞

(B(t))t>0.

Put

Yn(m) := log lcm(U
(n)
1 , U

(n)
2 , . . . , U (n)

m ), 1 6 m 6 n

and note that

(7) log lcm(Bn(bmntc)) = log lcm(U
(n)
1 , U

(n)
2 , . . . , U

(n)

τ(n)(bmntc)
)

= Yn(τ (n)(bmntc)), t > 0.

We deduce Theorem 3.5 from the following result, a counterpart of Proposition 3.3

for diverging mn, which is interesting on its own.

Theorem 3.6. Let (B(t))t>0 be a standard Brownian motion.

(i) If (A) holds, then(
Yn(bmntc)− cn(bmntc)√

2−1mn logmn

)
t>0

f.d.d.−→
n→∞

(B(t))t>0.
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(ii) If (B) holds, then(
Yn(bmntc)− cn(bmntc)√

2−1mn(log n− logmn)(3 logmn − log n)

)
t>0

f.d.d.−→
n→∞

(B(t))t>0.

Remark 3.7. A natural question arising upon looking at Theorems 3.5 and 3.6 is

whether the stated convergence of finite-dimensional distributions can be improved

to a functional convergence, for instance, in the Skorokhod space endowed with the

standard J1-topology, see Chapter 3 in [6]. Although we strongly believe that this

is true, our approach seems to be insufficient for proving this. More details on this

point will be given at the end of the Appendix.

3.3. Strategy of proof of Theorem 3.6. For some samples {c(n)1 , . . . , c
(n)
mn} of

random integers taking values in [n] the logarithm of the least common multiple

(8) log lcm({c(n)1 , . . . , c(n)mn}) =
∑
p6n

log p max
16k6mn

λp(c
(n)
k )

may be well-approximated by log
∏mn
k=1 c

(n)
k . For instance, this is known to be the

case when {c(n)1 , . . . , c
(n)
mn} are the cycle lengths (with mn being the total number

of cycles) of a wide class of random permutations including Ewens’ permutations,

see [17, 22]. Intuitively, such an approximation is successful provided that ‘most’ of

the values among c
(n)
1 , . . . , c

(n)
mn are distinct and ‘most’ of the positive multiplicities

λp(c
(n)
k ), p ∈ P, k = 1, . . . ,mn are ones. Of course, many samples do not enjoy

these properties and particularly neither do {U (n)
1 , . . . , U

(n)
mn} that we are focused

on.

Roughly speaking, the previous approximation argument is based on compari-

son of max16k6mn λp(c
(n)
k ) and

∑mn
k=1 λp(c

(n)
k ). However, it seems that in many

cases max16k6mn λp(c
(n)
k ) should be closer to

∑mn
k=1 1{λp(c(n)

k )>1} rather than to∑mn
k=1 λp(c

(n)
k ), and our strategy is to exploit this line of reasoning. We shall show

in Lemma 6.1 that Yn(bmntc) = log lcm(U
(n)
1 , . . . , U

(n)
bmntc) is well-approximated by∑

p6n log p1{max16k6bmntc λp(U
(n)
k )>1}. Furthermore, we shall prove in Lemmas 6.2

and 6.3, respectively, that ‘small’ primes p 6 mn do not give significant contribu-

tion to Yn(bmntc) and that in the range of ‘large’ primes p > mn the indicators

1{max16k6bmntc λp(U
(n)
k )>1} can be safely replaced by

∑bmntc
k=1 1{λp(U(n)

k )>1}. Summa-

rizing, we are going to approximate Yn(bmntc) by

∑
mn<p6n

log p

bmntc∑
k=1

1{λp(U(n)
k )>1} =

bmntc∑
k=1

∑
mn<p6n

log p · 1{λp(U(n)
k )>1}

which is the sum of independent random variables. A limit theorem for the approx-

imating processes is given in Lemma 6.5.
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We close this section by a discussion of inefficiency of a tempting alternative

approach. A specialization of formula (8) reads

Yn(bmntc) =
∑
p6n

log p max
16k6bmntc

λp(U
(n)
k ), t > 0.

As far as a proof of Theorem 3.6 is concerned, a naive idea justified in part by

Lemma 3.1 is to replace the terms λp(U
(n)
k ) with their limits Gk(p) and to approx-

imate (Yn(bmntc))t>0 by (Ŷn(bmntc))t>0, where

(9) Ŷn(bmntc) =
∑
p6n

log p max
16k6bmntc

Gk(p), t > 0.

The right-hand side is the sum of independent random variables which ensures that

the analysis of Ŷn(bmntc) is simple. It turns out that unless log n/ logmn → 1,

that is, mn is rather close to n, this intuition is wrong in a sense that the limit

relation in Theorem 3.6 does not hold with Yn replaced by Ŷn. The details can

be found in Proposition 8.1 given in the Appendix. This is an unexpected and

peculiar phenomenon because most of the known results in probabilistic number

theory involving discrete uniform random variables can be proved using the formal

substitution λp(U
(n)) 7→ G(p). The list includes:

(i) the Hardy–Ramanujan central limit theorem for the number of prime divi-

sors;

(ii) the Erdős–Kac central limit theorem for strongly additive functions [14];

(iii) the functional central limit theorem for the counts of prime factors [5];

(iv) the Kubilius theorems on convergence to infinitely divisible laws [20, Section

5];

(v) Proposition 3.3 of the present paper.

A detailed discussion, proofs and further examples can be found in [2] and in Section

1.2 of [3]. In particular, an optimal coupling between (λp(U
(n))p∈P and (G(p))p∈P

is constructed in [2]. A partial explanation of the inefficiency of this approach in

our situation is that the cumulative error caused by replacing λp(U
(n)
k ) by Gk(p),

k = 1, . . . ,mn, which is negligible when the number mn of such replacements is

bounded (as in examples (i)-(v) above), becomes significant with a growth of the

sample.

4. Some auxiliary results related to the coupon collector problem

In this section we discuss the asymptotic behaviour of the stopping time τ (n)(mn)

as n → ∞. According to formula (7), this information is of principal importance
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for deducing Theorem 3.5 from Theorem 3.6. Using (3) we infer

(10) Eτ (n)(m) =

m∑
k=1

EXk,n =

m∑
i=1

n(n− i+ 1)−1 = n(Hn −Hn−m),

where Hn :=
∑n
k=1 k

−1 is the nth harmonic number. Moreover,

Var τ (n)(m) =

m∑
k=1

VarXk,n =

m∑
k=1

((k − 1)/n)((n− k + 1)/n)−2

= n

n∑
k=n−m+1

k−2(n− k) = n2(Hn,2 −Hn−m,2)− n(Hn −Hn−m),

where Hn,2 :=
∑n
k=1 k

−2.

Assume now that m = mn < n depends on n is such a way that mn = o(n). By

using the standard expansions

Hn = log n+ γ + (2n)−1 +O(n−2), Hn,2 = ζ(2)− n−1 + 2−1n−2 +O(n−3),

where γ is the Euler-Mascheroni constant, we obtain

(11) Eτ (n)(mn) = mn +O
(
m2
n/n

)
, Var τ (n)(mn) = O(m2

n/n).

In particular, if mn = o(n1/2), then

τ (n)(mn)−mn
P−→

n→∞
0,

or, in other words,

(12) lim
n→∞

P{τ (n)(mn) = mn} = 1.

5. Asymptotics of the central moments of
∑
mn<p6n

log p · 1{λp(U(n)
k )>1}

For n ∈ N and 1 6 m < n, put

Ũ (n,m) =
∏

m<p6n

p
1{λp(U(n))>1} .

In this section we investigate the behavior of E
(

log Ũ (n,mn) − E log Ũ (n,mn)
)2s

for

s = 1, 2 as n → ∞. The results obtained here are an important ingredient in the

proof of Theorem 3.6.

5.1. Auxiliary results. We start with several auxiliary facts.

Lemma 5.1. For s ∈ N,

lim
n→∞

E
(

logU (n) − E logU (n)
)2s

= E(E1 − EE1)2s = E(E1 − 1)2s,

where E1 is a random variable with the exponential distribution of unit mean.
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Proof. To justify this it is tempting to use distributional convergence of log n −
logU (n) to E1 in combination with a uniform integrability argument. However, we

find it simpler to exploit a more analytic approach based on a direct calculation of

the moments: for r ∈ N,

E(logU (n))r = n−1
n∑
k=1

logr k = n−1
∫ n

1

logr xdx+O(n−1 logr n)

=

r∑
i=0

(−1)ii!

(
r

i

)
logr−i n+O(n−1 logr n).

This follows from the Euler–Maclaurin summation formula. An application of the

binomial theorem completes the proof. �

As usual, an ∼ bn as n→∞ means that limn→∞(an/bn) = 1.

Lemma 5.2. Let s ∈ N and (Xn)n>1 and (Yn)n>1 be arbitrarily dependent se-

quences of random variables with finite moments of order 2s. If EX2s
n = O(1) and

limn→∞ EY 2s
n =∞, then E(Xn − Yn)2s ∼ EY 2s

n as n→∞.

Proof. We start with a representation

E(Xn − Yn)2s =

2s∑
k=0

(−1)k
(

2s

k

)
EX2s−k

n Y kn .

For k = 1, . . . , 2s− 1, an application of Hölder’s inequality yields

|EX2s−k
n Y kn | 6 (EX2s

n )1−k/(2s)(EY 2s
n )k/(2s) = o(EY 2s

n )

because k < 2s. Thus, we have proved that E(Xn − Yn)2s = EY 2s
n + o(EY 2s

n ). �

Lemma 5.3. The following asymptotic relations hold:

(13) Kn := E
(

logU (n) − log Ũ (n)
)4

= O(1), n→∞,

where Ũ (n) =
∏
p6n p

1{λp(U(n))>1} for n ∈ N, and

(14) E
(

logU (n) − log Ũ (n) − E logU (n) + E log Ũ (n)
)4

= O(1), n→∞.
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Proof. We write with the help of the binomial theorem

Kn = E
(∑
p6n

log p · (λp(U (n))− 1{λp(U(n))>1})
)4

=
∑
p6n

log4 p× E(λp(U
(n))− 1)4+

+ 4
∑

p 6=q6n

log3 p log q × E(λp(U
(n))− 1)3+(λq(U

(n))− 1)+

+ 6
∑

p<q6n

log2 p log2 q × E(λp(U
(n))− 1)2+(λq(U

(n))− 1)2+

+ 12
∑

p 6=q 6=r6n

log2 p log q log r × E(λp(U
(n))− 1)2+(λq(U

(n))− 1)+(λr(U
(n))− 1)+

+ 24
∑

p<q<r<s6n

log p log q log r log s×

E(λp(U
(n))− 1)+(λq(U

(n))− 1)+(λr(U
(n))− 1)+(λs(U

(n))− 1)+

=

5∑
i=1

Ki(n).

For any k ∈ N, any positive integers v1, . . . , vk and any distinct prime numbers

p1, . . . , pk, we have

E

(
k∏
i=1

(λpi(U
(n))− 1)vi+

)
=

∑
j1,...,jk>2

(j1 − 1)v1 · · · (jk − 1)vkP{λp1(U (n)) = j1, . . . , λpk(U (n)) = jk}

6
∑

j1,...,jk>2

(j1 − 1)v1 · · · (jk − 1)vkP{λp1(U (n)) > j1, . . . , λpk(U (n)) > jk}

=
∑

j1,...,jk>2

(j1 − 1)v1 · · · (jk − 1)vkbn/(pj11 · · · p
jk
k )cn−1

6
∑

j1,...,jk>2

jv11 p
−j1
1 · · · jvkk p

−jk
k 6 const ·

k∏
i=1

p−2i .

Now, for i = 1, . . . , 5, the asymptotic estimate Ki(n) = O(1) follows from the

preceding bound,
∑
p p
−2 log4 p <∞ and the following inequalities:

K2(n) 6 const ·
∑

p 6=q6n

(p−2 log3 p)(q−2 log q)

6 const ·

(∑
p

p−2 log3 p

)(∑
p

p−2 log p

)
;

K3(n) 6 const ·
∑

p<q6n

(p−2 log2 p)(q−2 log2 q) 6 const ·
(∑

p

p−2 log2 p
)2

;
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K4(n) 6 const ·
∑

p 6=q 6=r6n

(p−2 log2 p)(q−2 log q)(r−2 log r)

6 const ·
(∑

p

p−2 log2 p
)(∑

p

p−2 log p
)2

;

K5(n) 6 const ·
∑

p<q<r<s6n

(p−2 log p)(q−2 log q)(r−2 log r)(s−2 log s)

6 const ·
(∑

p

p−2 log p
)4
.

Thus, (13) holds. Inequality (14) follows immediately, because for any random

variable X with EX4 <∞ we have E(X − EX)4 6 8EX4. �

5.2. Asymptotics of the variance. The function π defined by π(x) :=
∑
p6x 1

for x > 0 is called a prime counting function. Recall that the prime number theorem

(see, for instance, Theorem 6.2.1 in [7]) states that

(15) π(x) ∼ x/ log x, x→∞.

For later multiple use, we note that (15) in combination with integration by parts

entails

(16)

∫
Ix

f(y)dπ(y) ∼
∫
Ix

(f(y)/ log y)dy, x→∞

where f(x) = x−a logb x and either (a) Ix = [2, x], a 6 1, b > 0 or (b) Ix = (x,∞),

a > 1, b > 0.

While investigating the asymptotics of Var (log Ũ (n,mn)) we treat the two cases

(A) mn 6 n1/2 for large n and mn → ∞ and (B) mn > n1/2 for large n and

mn = o(n) separately in Theorems 5.4 and 5.5. Here is a brief explanation of such

a case distinction. In case (B), the variance of log Ũ (n,mn) is given by the sum of

two terms which can exhibit different first order asymptotics (formula (26)). This

necessitates us to provide several terms expansions for each. In the case considered

the m’s are reasonably large and kill the influence of nonprincipal terms of these

expansions (in particular, it turns out that two terms expansions suffice). In case

(A), the aforementioned reasoning does not help. We state, without going into

details, that

(17) Var (log Ũ (n,mn)) = 2−1 log2mn +O(log n log−2mn),

where, to the best of our knowledge, the big-oh term cannot be improved. Hence,

formula (17) as it stands only provides the correct asymptotics Var (log Ũ (n,mn)) ∼
2−1 log2mn for mn satisfying mne

− log1/4 n → ∞. For smaller m formula (17) is

useless for us. In view of these issues we offer an alternative approach for the case
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(A). We show that Var (log Ũ (n,mn)) ∼ Var
(∑

p6mn
log p · 1{λp(U(n))>1}

)
. The

variance on the right-hand side which is given by the sum of three terms is much

easier to deal with, for the first order asymptotics of the terms is enough. On the

other hand, this simple reasoning is not applicable in case (B) because the terms

of the sum representing the variance may exhibit different first order behavior. For

instance, (22) still holds true in case (B), whereas

2n−1
∑

p<q6mn

log p log q bn/(pq)c ∼ 2−1 log2 n− log2(n/mn).

Theorem 5.4. Assume that mn 6 n1/2 for all n large enough and mn → ∞ as

n→∞. Then

Var
(

log Ũ (n,mn)
)
∼ 2−1 log2mn, n→∞.

Proof. From Lemma 5.1 with s = 1 we know that

(18) Var
(∑
p6n

log p · λp(U (n))
)

= Var (logU (n)) → 1.

Further, relation (14) ensures that

(19) Var (logU (n) − log Ũ (n)) = O(1)

because VarX 6
√
E(X − EX)4 for any random variable X with EX4 <∞. These

asymptotic relations in combination with the inequality (x + y)2 6 2(x2 + y2),

x, y ∈ R entail

Var
(∑
p6n

log p · 1{λp(U(n))>1}

)
= Var

(
log Ũ (n)

)
= O(1).

Further, by Lemma 5.2 applied with s = 1,

Xn := log Ũ (n) − E log Ũ (n)

=
∑
p6n

log p · 1{λp(U(n))>1} − E
(∑
p6n

log p · 1{λp(U(n))>1}

)
,

and

Yn :=
∑
p6mn

log p · 1{λp(U(n))>1} − E
( ∑
p6mn

log p · 1{λp(U(n))>1}

)
we have

Var (log Ũ (n,mn)) = Var
(

log Ũ (n) −
∑
p6mn

log p · 1{λp(U(n))>1}

)
∼ Var

( ∑
p6mn

log p · 1{λp(U(n))>1}

)
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provided the right-hand side diverges to infinity. Thus, it is enough to prove that

(20) Var
( ∑
p6mn

log p · 1{λp(U(n))>1}

)
∼ 2−1 log2mn.

As a preparation, write

Var
( ∑
p6mn

log p · 1{λp(U(n))>1}

)
(21)

= E
( ∑
p6mn

log p · 1{λp(U(n))>1}

)2
−
(
E
( ∑
p6mn

log p · 1{λp(U(n))>1}

))2
= n−1

∑
p6mn

log2 pbn/pc+ 2n−1
∑

p<q6mn

log p log qbn/(pq)c.

−
(
n−1

∑
p6mn

log pbn/pc
)2

Here, the equalities P{λp(U (n)) > 1} = n−1bn/pc and, for p 6= q,

P{λp(U (n)) > 1, λq(U
(n)) > 1} = n−1bn/(pq)c

have to be recalled.

We start by analyzing the first term∑
p6mn

p−1 log2 p− n−1
∑
p6mn

log2 p 6 n−1
∑
p6mn

log2 p bn/pc 6
∑
p6mn

p−1 log2 p,

so that

(22) n−1
∑
p6mn

log2 pbn/pc ∼ 2−1 log2mn

is a consequence of∑
p6mn

p−1 log2 p ∼ 2−1 log2mn and

n−1
∑
p6mn

log2 p ∼ n−1mn logmn = o(logmn).

The latter limit relations are justified by (16) with f(x) = x−1 log2 x and f(x) =

log2 x, respectively. Similarly,

(23)
(
n−1

∑
p6mn

log pbn/pc
)2
∼ log2mn

follows from∑
p6mn

p−1 log p− n−1
∑
p6mn

log p 6 n−1
∑
p6mn

log p bn/pc 6
∑
p6mn

p−1 log p
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and ∑
p6mn

p−1 log p ∼ logmn, n−1
∑
p6mn

log p ∼ n−1mn = o(1).

Finally, we use∑
p<q6mn

(p−1 log p)(q−1 log q)− n−1
∑

p<q6mn

log p log q

6 n−1
∑

p<q6mn

log p log q bn/(pq)c 6
∑

p<q6mn

(p−1 log p)(q−1 log q)

together with

2
∑

p<q6mn

(p−1 log p)(q−1 log q) =
( ∑
p6mn

p−1 log p
)2
−
∑
p6mn

p−2 log2 p ∼ log2mn

and

2n−1
∑

p<q6mn

log p log q 6 n−1
( ∑
p6mn

log p
)2
∼ n−1m2

n = O(1)

(recall that mn 6 n1/2 by assumption) to obtain

(24) 2n−1
∑

p<q6mn

log p log q bn/(pq)c ∼ log2mn.

A combination of (22), (23) and (24) proves (20). �

Theorem 5.5. Assume that mn > n1/2 for all n large enough and mn = o(n) as

n→∞. Then

(25) Var (log Ũ (n,mn)) ∼ 2−1(log n− logmn)(3 logmn − log n), n→∞.

Proof. Note that

log Ũ (n,mn) − E log Ũ (n,mn) =
∑

mn<p6n

log p(1{λp(U(n))>1} − P{λp(U (n)) > 1})

whence

Var(log Ũ (n,mn)) = n−1
∑

mn<p6n

log2 p bn/pc −
(
n−1

∑
mn<p6n

log p bn/pc
)2

+ 2n−1
∑

mn<p<q6n

log p log q bn/(pq)c

= n−1
∑

mn<p6n

log2 p bn/pc −
(
n−1

∑
mn<p6n

log p bn/pc
)2

(26)

which is a counterpart of (21). Observe that the last equality follows from the fact

that bn/(pq)c = 0 whenever p > q > mn > n1/2. We claim that

(27) n−1
∑

mn<p6n

log2 p bn/pc = 2−1 log2 n− 2−1 log2mn + o(log2 n− log2mn)
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and

(28)
(
n−1

∑
mn<p6n

log p bn/pc
)2

= log2(n/mn) + o(log2(n/mn)).

To prove (27), write

1

n

∑
mn<p6n

log2 p bn/pc =
∑

mn<p6n

p−1 log2 p+O(log n)

= 2−1 log2 n− 2−1 log2mn + o(log2 n− log2mn) +O(log n)

= 2−1 log2 n− 2−1 log2mn + o(log2 n− log2mn),

where the first equality follows from the trivial estimate n/p − 1 < bn/pc 6 n/p,

the second is a consequence of (16) with f(x) = x−1 log2 x and Ix = (mn, n], and

the third is implied by

0 6 log n/(log2 n− log2mn) 6 1/ log(n/mn) → 0.

Formula (28) follows along similar lines from

n−1
∑

mn<p6n

log p bn/pc =
∑

mn<p6n

p−1 log p+O(1) = log(n/mn) + o(log(n/mn)),

where the second equality results from (16) with f(x) = x−1 log x and the term

O(1) is killed by o(log(n/mn)).

Subtracting (28) from (27) and using that log2(n/mn) 6 log2 n − log2mn we

arrive at

Var(log Ũ (n,mn)) = 2−1(log n− logmn)(3 logmn − log n) + R̂n,

where

lim
n→∞

|R̂n|/(log2 n− log2mn) = 0.

This implies (25) because

|R̂n|
(log n− logmn)(3 logmn − log n)

=
|R̂n|

log2 n− log2mn

log n+ logmn

3 logmn − log n

6 4
|R̂n|

log2 n− log2mn

→ 0,

where we have used n1/2 < mn 6 n for large n for the inequality.

�
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5.3. The big-oh estimate for the fourth central moment. The proof of

Lemma 5.6 is very similar to the proof of Theorem 5.1 but is essentially simpler for

it only provides an upper estimate rather than the exact rate of growth.

Lemma 5.6. Assume that mn →∞ and mn = o(n) as n→∞. Then

(29) E
(

log Ũ (n,mn) − E log Ũ (n,mn)
)4

= O(log4mn), n→∞.

Proof. We divide the proof into two steps. The purpose of Step 1 is to demonstrate

that (29) is implied by

(30) E
( ∑
p6mn

log p · 1{λp(U(n))>1} − E
∑
p6mn

log p · 1{λp(U(n))>1}

)4
= O(log4mn).

Step 2 is devoted to showing that (30) holds true.

Step 1. From Lemma 5.1 with s = 2 we know that

lim
n→∞

E
(

logU (n) − E logU (n)
)4

= 9.

This together with (14) yields

lim
n→∞

E
(

log Ũ (n) − E log Ũ (n)
)4

= O(1).

The latter in combination with Lemma 5.2 applied with s = 2,

Xn = log Ũ (n) − E log Ũ (n) =
∑
p6n

log p · 1{λp(U(n))>1} − E
∑
p6n

log p · 1{λp(U(n))>1}

and

Yn =
∑
p6mn

log p · 1{λp(U(n))>1} − E
∑
p6mn

log p · 1{λp(U(n))>1}

enables us to conclude that (29) is implied by (30) and

lim
n→∞

E
( ∑
p6mn

log p · 1{λp(U(n))>1} − E
∑
p6mn

log p · 1{λp(U(n))>1}

)4
=∞.

The latter holds true in view of

E
( ∑
p6mn

log p · 1{λp(U(n))>1} − E
∑
p6mn

log p · 1{λp(U(n))>1}

)4
>
(

Var
( ∑
p6mn

log p · 1{λp(U(n))>1}

))2
→ ∞.

Here, divergence is justified by (20) when mn 6 n1/2 with mn → ∞ and by

Theorem 5.5 together with

Var
( ∑
p6mn

log p · 1{λp(U(n))>1}

)
∼ Var (log Ũ (n,mn))
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(which holds true by another application of Lemma 5.2) when mn > n1/2 with

mn = o(n).

Step 2. Passing to the proof of (30) we first note that, for a > 0,

(31)
∑
p6mn

p−1 loga p =

∫
[2,mn]

x−1 loga x dπ(x) ∼ a−1 logamn,

where the asymptotic equivalence follows from (16) with f(x) = x−1 loga x. With

this at hand, we obtain

E
( ∑
p6mn

log p · 1{λp(U(n))>1}

)4
=
∑
p6mn

log4 p bn/pcn−1

+ 4
∑

p 6=q6mn

log3 p log q × bn/(pq)cn−1

+ 6
∑

p<q6mn

log2 p log2 q × bn/(pq)cn−1

+ 12
∑

p 6=q 6=r6mn

log2 p log q log r × bn/(pqr)cn−1

+ 24
∑

p<q<r<s6mn

log p log q log r log s× bn/(pqrs)cn−1.

Each summand is O(log4mn), by (31). For example, for the fourth summand this

is a consequence of∑
p 6=q 6=r6mn

log2 p log q log r × bn/(pqr)cn−1 6
∑

p,q,r6mn

(pqr)−1 log2 p log q log r

=
( ∑
p6mn

p−1 log2 p
)( ∑

q6mn

q−1 log q
)2

= O(log4mn).

Since E(X − EX)4 6 8EX4 for any random variable X with EX4 < ∞, (30)

follows. �

6. Proof of Theorem 3.6

We prove Theorem 3.6 via the sequence of lemmas. For n ∈ N and t > 0, put

(32) Zn(t) :=
∑
p6n

log p · 1{max16k6bmntc λp(U
(n)
k )>1}.

Lemma 6.1. Assume that mn → ∞ and mn = o(n) as n → ∞. Then, for all

T > 0,

E

(
sup

t∈[0, T ]

(
Yn(bmntc)− Zn(t)

))
= O(m1/2

n ), n→∞.
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Proof. Fix any T > 0. Then, for all t ∈ [0, T ],

0 6 Yn(bmntc)− Zn(t)

=
∑
p6n

log p

(
max

16k6bmntc
λp(U

(n)
k )− 1{max16k6bmntc λp(U

(n)
k )>1}

)
6

∑
p6m1/2

n

log p max
16k6bmntc

λp(U
(n)
k )

+
∑

m
1/2
n <p6n

log p max
16k6bmntc

λp(U
(n)
k )1{max16k6bmntc λp(U

(n)
k )>2}

:= In + Jn.

It suffices to check that

(33) EIn = O(m1/2
n ) and EJn = O(m1/2

n ).

To prove the first relation, write

EIn =
∑

p6m1/2
n

log p · E( max
16k6bmnTc

λp(U
(n)
k ))

6
∑

p6m1/2
n

log p
∑
j>1

P
{

max
16k6bmnTc

λp(U
(n)
k ) > j

}
=

∑
p6m1/2

n

log p
∑
j>1

(1− (1− n−1bn/pjc)bmnTc)

6
∑

p6m1/2
n

log p
∑
j>1

(1− (1− p−j)bmnTc).

Note that ∑
j>1

(1− (1− p−j)bmnTc) = E( max
16k6bmnTc

Gk(p)),

where (Gk(p))k∈N are mutually independent random variables with geometric dis-

tribution (5). Denote by E1, E2, . . . independent copies of a random variable having

the exponential distribution of unit mean. Using the distributional equality

max
16k6bmnTc

Gk(p)
d
= max

16k6bmnTc
blog−1 p Ekc = blog−1 p max

16k6bmnTc
Ekc

we conclude that∑
j>1

(1− (1− p−j)bmnTc) = E( max
16k6bmnTc

Gk(p)) = Eblog−1 p max
16k6bmnTc

Ekc

6 E(log−1 p max
16k6bmnTc

Ek) = log−1 p

bmnTc∑
k=1

k−1 6 log−1 p(1 + log(mnT )).
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Hence,

EIn 6
∑

p6m1/2
n

(1 + log(mnT )) = (1 + log(mnT ))π(m1/2
n ),

where π is the prime counting function. An application of (15) proves the first

relation in (33).

We are now passing to the second relation in (33):

EJn 6
∑

m
1/2
n <p6n

log p · E( max
16k6bmnTc

λp(U
(n)
k ))1{max16k6bmnTc λp(U

(n)
k )>2}

6 2
∑

m
1/2
n <p6n

log p ·
∑
j>2

P
{

max
16k6bmnTc

λp(U
(n)
k ) > j

}
= 2

∑
m

1/2
n <p6n

log p
∑
j>2

(1− (1− n−1bn/pjc)bmnTc)

6 2
∑

m
1/2
n <p6n

log p
∑
j>2

(1− (1− p−j)bmnTc).

Using the inequality 1− (1− x)bmnTc 6 xbmnT c 6 xmnT , x ∈ [0, 1] we infer

EJn 6 2mnT
∑

m
1/2
n <p6n

log p
∑
j>2

p−j

= 2mnT
∑

m
1/2
n <p6n

(p2 − p)−1 log p 6 4mnT
∑

m
1/2
n <p

p−2 log p = O(m1/2
n )

having utilized (16) with f(x) = x−2 log x for the last equality. �

Note that

EZn(t) = E
(∑
p6n

log p · 1{max16k6bmntc λp(U
(n)
k )>1}

)
=
∑
p6n

log p (1− (1− n−1bn/pc)bmntc) = cn(bmntc).

This equality and Lemma 6.1 demonstrate that Theorem 3.6 follows once we can

show that

(34)
(Zn(t)− EZn(t)

√
an

)
t>0

f.d.d.−→
n→∞

(B(t))t>0,

where

(35) an =

2−1mn log2mn, in case (A),

2−1mn(log n− logmn)(3 logmn − log n), in case (B).

For later use recall that in view of Theorems 5.4 and 5.5

(36) an ∼ mnVar
(

log Ũ (n,mn)
)
.
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As a preparation for the proof of (34) we need a couple of lemmas.

Lemma 6.2. Assume that mn →∞ and mn = o(n) as n→∞. Then

(37) Var
( ∑
p6mn

log p · 1{max16k6mn λp(U
(n)
k )>1}

)
= O(mn logmn), n→∞.

Proof. We start with

Var
( ∑
p6mn

log p · 1{max16k6mn λp(U
(n)
k )>1}

)
6
∑
p6mn

log2 p

+ 2
∑

p<q6mn

log p log q · Cov
(
1{max16k6mn λp(U

(n)
k )>1},1{max16k6mn λq(U

(n)
k )>1}

)
.

In view of (16) with f(x) = log2 x the first term is asymptotically equivalent to

mn logmn. Further,∣∣∣Cov
(
1{max16k6mn λp(U

(n)
k )>1},1{max16k6mn λq(U

(n)
k )>1}

)∣∣∣
=
∣∣∣Cov

(
1{max16k6mn λp(U

(n)
k )=0},1{max16k6mn λq(U

(n)
k )=0}

)∣∣∣
=
∣∣∣Pmn{λp(U (n)) = 0, λq(U

(n)) = 0} − Pmn{λp(U (n)) = 0}Pmn{λq(U (n)) = 0}
∣∣∣

6 mn

∣∣∣P{λp(U (n)) = 0, λq(U
(n)) = 0} − P{λp(U (n)) = 0}P{λq(U (n)) = 0}

∣∣∣
= mn|n−1bn/(pq)c − n−2bn/pcbn/qc|,

where the equalities

P{λp(U (n)) = 0} = 1− n−1bn/pc,(38)

P{λp(U (n)) = 0, λq(U
(n)) = 0} = 1− n−1bn/pc − n−1bn/qc+ n−1bn/(pq)c(39)

which hold for prime p 6= q have been utilized. For later use, we note that whenever

q > p > n1/2 we have

Cov
(
1{max16k6mn λp(U

(n)
k )>1},1{max16k6mn λq(U

(n)
k )>1}

)
= (1− n−1bn/pc − n−1bn/qc)mn(40)

− (1− n−1bn/pc − n−1bn/qc+ n−2bn/pcbn/qc)mn 6 0

as a consequence of bn/(pq)c = 0. The inequalities

|n−1bn/(pq)c − n−2bn/pcbn/qc| 6 n−1

readily imply that

2
∣∣∣ ∑
p<q6mn

log p log qCov
(
1{max16k6mn λp(U

(n)
k )>1},1{max16k6mn λq(U

(n)
k )>1}

)∣∣∣
6 2n−1mn

∑
p<q6mn

log p log q 6 n−1mn

( ∑
p6mn

log p
)2
∼ n−1m3

n,
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where the last asymptotic relation is a consequence of (16) with f(x) = log x. Thus,

if mn 6 n1/2 and mn → ∞, the proof of (37) is complete, for the right-hand side

of the last centered formula is O(mn).

Assume that mn > n1/2 and mn = o(n). We shall use a representation∑
p6mn

log p · 1{max16k6mn λp(U
(n)
k )>1} =

∑
p6n1/2

log p · 1{max16k6mn λp(U
(n)
k )>1}

+
∑

n1/2<p6mn

log p · 1{max16k6mn λp(U
(n)
k )>1}.

Repeating verbatim the previous argument yields

Var

 ∑
p6n1/2

log p · 1{max16k6mn λp(U
(n)
k )>1}

 = O(n1/2 log n) = O(mn logmn).

Finally, we infer with the help of (40) that

0 6 Var
( ∑
n1/2<p6mn

log p · 1{max16k6mn λp(U
(n)
k )>1}

)
6

∑
n1/2<p6mn

log2 pVar (1{max16k6mn λp(U
(n)
k )>1}) 6

∑
p6mn

log2 p = O(mn logmn).

�

Observe that an/(mn logmn)→∞. In case (A) this is obvious. In case (B) this

is a consequence of

an/(mn logmn) = 2−1(log n− logmn)(3 logmn − log n)/ logmn

> 2−1(log n− logmn)→∞.

Thus, using (37) in combination with Chebyshev’s inequality we conclude that (34)

is equivalent to

(41)a− 1
2

n

∑
mn<p6n

log p (1{max16k6bmntc λp(U
(n)
k )>1} − P{ max

16k6bmntc
λp(U

(n)
k ) > 1})


t>0

f.d.d.−→
n→∞

(B(t))t>0.

Lemma 6.3. Assume that mn →∞ and mn = o(n) as n→∞. Then

(42) Var
( ∑
mn<p6n

log p
( mn∑
k=1

1{λp(U(n)
k )>1} − 1{max16k6mn λp(U

(n)
k )>1}

))
= O(mn logmn), n→∞.
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For the proof we need a technical result.

Lemma 6.4. Let Bin(m, θ) be a random variable having a binomial distribution

with parameters m ∈ N and θ ∈ (0, 1), that is,

P{Bin(m, θ) = k} =

(
m

k

)
θk(1− θ)m−k, k = 0, 1, . . . ,m.

Then

Var ((Bin(m, θ)− 1)+) = Var (Bin(m, θ)− 1{Bin(m,θ)>1}) 6 (mθ)2.

Proof. This follows from

Var (Bin(m, θ)− 1{Bin(m,θ)>1})

= Var (Bin(m, θ))− 2Cov(Bin(m, θ),1{Bin(m,θ)>1}) + Var (1{Bin(m,θ)>1})

= mθ(1− θ)− 2mθ(1− θ)m + (1− θ)m(1− (1− θ)m)

6 mθ(1− θ)− 2mθ(1− θ)m +mθ(1− θ)m

= mθ(1− (1− θ)m)−mθ2 6 (mθ)2.

Here, we have used twice the inequality 1− (1− θ)m 6 θm. �

Proof of Lemma 6.3. In view of

mn∑
k=1

1{λp(U(n)
k )>1} − 1{max16k6mn λp(U

(n)
k )>1} =

(
mn∑
k=1

1{λp(U(n)
k )>1} − 1

)
+

,

relation (42) is equivalent to

Var
( ∑
mn<p6n

log p
( mn∑
k=1

1{λp(U(n)
k )>1} − 1

)
+

)
= O(mn logmn).

We represent the left-hand side as follows:

∑
mn<p6n

log2 p ·Var
(( mn∑

k=1

1{λp(U(n)
k )>1} − 1

)
+

)
+ 2

∑
mn<p<q6n

log p log q×

Cov
(( mn∑

k=1

1{λp(U(n)
k )>1} − 1

)
+
,
( mn∑
k=1

1{λq(U(n)
k )>1} − 1

)
+

)
=: A1(n) +A2(n).

Since the sum
∑mn
k=1 1{λp(U(n)

k )>1} has the binomial distribution with parameters

mn and P{λp(U (n)
k ) > 1} = n−1bn/pc, an application of Lemma 6.4 gives

(43) A1(n) 6
∑
p>mn

log2 p (n−1mnbn/pc)2 6 m2
n

∑
p>mn

p−2 log2 p = O(mn logmn),

where we have used (16) with f(x) = x−2 log2 x for the last step.
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Passing to the analysis of A2(n) we have to estimate the covariance: for prime

p 6= q,

Cn(p, q) := Cov
(( mn∑

k=1

1{λp(U(n)
k )>1} − 1

)
+
,
( mn∑
k=1

1{λq(U(n)
k )>1} − 1

)
+

)
=

mn∑
i,j=1

Cov
(
1{λp(U(n)

i )>1},1{λq(U(n)
j )>1}

)

−
mn∑
i=1

Cov
(
1{max16k6mn λp(U

(n)
k )>1},1{λq(U(n)

i )>1}

)
−

mn∑
j=1

Cov
(
1{max16k6mn λq(U

(n)
k )>1},1{λp(U(n)

j )>1}

)
+ Cov

(
1{max16k6mn λp(U

(n)
k )>1},1{max16k6mn λq(U

(n)
k )>1}

)
=

mn∑
i,j=1

Cov
(
1{λp(U(n)

i )>1},1{λq(U(n)
j )>1}

)

+

mn∑
i=1

Cov
(
1{max16k6mn λp(U

(n)
k )=0},1{λq(U(n)

i )>1}

)
+

mn∑
j=1

Cov
(
1{max16k6mn λq(U

(n)
k )=0},1{λp(U(n)

j )>1}

)
+ Cov

(
1{max16k6mn λp(U

(n)
k )=0},1{max16k6mn λq(U

(n)
k )=0}

)
.

For typographical simplicity we shall use the following abbreviations until the end

of the proof of (42):

a := n−1bn/pc, b := n−1bn/qc, ∆ := n−1bn/(pq)c − n−2bn/pcbn/qc.

Using (38) and (39) we obtain

Cn(p, q) = mn∆−mn∆(1− a)mn−1 −mn∆(1− b)mn−1

+ ((1− a)(1− b) + ∆)mn − (1− a)mn(1− b)mn

= mn∆(1− (1− a)mn−1)(1− (1− b)mn−1))

+

mn∑
k=2

(
mn

k

)
∆k(1− a)mn−k(1− b)mn−k.
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Therefore,

|A2(n)| =
∣∣∣2 ∑
mn<p<q6n

log p log q · Cn(p, q)
∣∣∣

6 2mn

∑
mn<p<q6n

|∆| log p log q · (1− (1− a)mn−1)(1− (1− b)mn−1))(44)

+ 2

mn∑
k=2

(
mn

k

) ∑
mn<p<q6n

log p log q|∆|k.

The summands are bounded from above, respectively, by

2m3
n

∑
mn<p<q6n

p−2q−2 log p log q 6 m3
n

( ∑
p>mn

p−2 log p
)2

= O(mn)

and

2

mn∑
k=2

(
mn

k

) ∑
mn<p<q6n

p−kq−k log p log q 6
mn∑
k=2

(
mn

k

)( ∑
p>mn

p−k log p
)2

6 const×
mn∑
k=2

(
mn

k

)
m2(1−k)
n = const×m2

n((1 +m−2n )mn − 1−m−1n ) = O(1),

where we have used |∆| 6 (pq)−1, a < p−1, b < q−1 and the fact that∑
p>mn

p−k log p 6 Cm1−k
n ,

for some constant C > 0 which does not depend on k. The last estimate is justified

by Lemma 7.1 in [1]. �

Now we conclude with the help of (42), an/(mn logmn)→∞ and Chebyshev’s

inequality that (41) is equivalent to (45).

For 1 6 m < n and k ∈ N, put

Ũ
(n)
k =

∏
p6n

p
1
{λp(U

(n)
k

)>1} and Ũ
(n,m)
k =

∏
m<p6n

p
1
{λp(U

(n)
k

)>1} .

Lemma 6.5. Assume that mn →∞ and mn = o(n) as n→∞. Then

(45)

(
a−1/2n

bmntc∑
k=1

(
log Ũ

(n,mn)
k − E log Ũ

(n,mn)
k

))
t>0

f.d.d.−→
n→∞

(B(t))t>0

with an defined by (35).

Proof. The left-hand side in (45) is the sum of independent random variables. Thus,

the proof of (45) boils down to showing convergence of covariances

(46) a−1n Cov
( bmntc∑

k=1

log Ũ
(n,mn)
k ,

bmnsc∑
k=1

log Ũ
(n,mn)
k

)
→ min(s, t)
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for s, t > 0 and checking the Lindeberg–Feller condition, see Theorem 4.12 in [19],

(47) E(log Ũ
(n,mn)
1 − E log Ũ

(n,mn)
1 )21{| log Ũ(n,mn)

1 −E log Ũ
(n,mn)
1 |>ε√an}

= o(an/mn)

for all ε > 0. Formula (46) follows from

Cov
( bmntc∑

k=1

log Ũ
(n,mn)
k ,

bmnsc∑
k=1

log Ũ
(n,mn)
k

)
= Var

( bmnmin(t,s)c∑
k=1

log Ũ
(n,mn)
k

)
= bmn min(t, s)cVar (log Ũ

(n,mn)
1 ) ∼ min(t, s)an.

Further, we use the Cauchy–Schwartz inequality and the Markov inequality to

obtain

E(log Ũ
(n,mn)
1 − E log Ũ

(n,mn)
1 )21{| log Ũ(n,mn)

1 −E log Ũ
(n,mn)
1 |>ε√an}

6
(
E(log Ũ

(n,mn)
1 − E log Ũ

(n,mn)
1 )4

)1/2
×
(
P{| log Ũ

(n,mn)
1 − E log Ũ

(n,mn)
1 | > ε

√
an}
)1/2

6
(
E(log Ũ

(n,mn)
1 − E log Ũ

(n,mn)
1 )4

)1/2
ε−1a−1/2n (Var (log Ũ

(n,mn)
1 ))1/2

= O(m−1/2n log2mn) = o(1)

which proves (47) because an/mn → ∞. Here, the next to the last equality is

justified by Lemma 5.6 and (36) .

We note in passing that (47) holds trivially whenever

(48) lim
n→∞

(an/ log2 n) =∞

which is particularly the case when mn grows faster than log2 n. Observe that

| log Ũ
(n,mn)
1 − E log Ũ

(n,mn)
1 | 6 2 log n a.s. as a consequence of log Ũ

(n,mn)
1 6

logU
(n)
1 6 log n a.s. Thus, under (48), the indicator in (47) is equal to 0 for

large n, whence (47). �

The proof of Theorem 3.6 is complete.

7. Proof of Theorem 3.5

Proof of part (i). We start by noting that whenever mn = o(n1/2), Theorem 3.6

immediately implies Theorem 3.5 because (12) yields

lim
n→∞

P{log lcm(Bn(bmntc)) = Yn(bmntc)} = 1

for each t > 0.
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In the situation that mn 6= o(n1/2) our proof relies on the following inequality

(49) |Yn(k)− Yn(l)| 6 |k − l| log n a.s.

To prove it, we assume, without loss of generality, that k > l. Using the fact that,

for finite sets A,B ⊂ N,

lcm(A ∪B) 6 lcm(A)× lcm(B),

we conclude that

0 6 Yn(k)− Yn(l) = log lcm(U
(n)
1 , U

(n)
2 , . . . , U

(n)
k )− log lcm(U

(n)
1 , U

(n)
2 , . . . , U

(n)
l )

6 log lcm(U
(n)
l+1, U

(n)
2 , . . . , U

(n)
k ) 6 log

k∏
j=l+1

U
(n)
j 6 (k − l) log n.

Applying (49) with k = τ (n)(bmntc) and l = bmntc (note that k > l in this case)

and taking expectations we arrive at

E(Yn(τ (n)(bmntc))− Yn(bmntc))√
mn logmn

6
E(τ (n)(bmntc)− bmntc) log n

√
mn logmn

= O
(m3/2

n log n

n logmn

)
,

where the last equality follows from (11). It remains to note that in case (A)

mn 6 n1/2 for all sufficiently large n and mn → ∞, so that the right-hand side of

the last centered formula converges to zero in view of

m
3/2
n log n

n logmn
6 n−1/4 log n.

Thus,

0 6
Yn(τ (n)(bmntc))− Yn(bmntc)√

mn logmn

P−→
n→∞

0

which in combination with part (i) of Theorem 3.6 proves part (i) of Theorem 3.5.

Proof of part (ii). We appeal to (49) once again but now with k = τ (n)(bmntc)
and l = bEτ (n)(bmntc)c. This gives

E|Yn(τ (n)(bmntc))− Yn(bEτ (n)(bmntc)c)|

6 log nE|τ (n)(bmntc)− bEτ (n)(bmntc)c|

6 log n+ log n(Var (τ (n)(bmntc)))1/2 = O(n−1/2mn log n),

where we have used (11) and mn > n1/2 for all large enough n. Therefore,

a
− 1

2
n

(
Yn(τ (n)(bmntc))− Yn(bEτ (n)(bmntc)c)

) P−→
n→∞

0,
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by Markov’s inequality as a consequence of

m2
n log2 n

nan
=

2mn log2 n

n(log n− logmn)(3 logmn − log n)
6

4mn log n

n

1

log(n/mn)
.

The first term is bounded because mn = O(n(log n)−1) by assumption and the

second tends to zero in view of mn = o(n).

It remains to prove the convergence

(50)
(
a−1/2n

(
Yn(bEτ (n)(bmntc)c)−cn(−n log(1−(mnt)/n)))

))
t>0

f.d.d.−→
n→∞

(B(t))t>0.

Since bEτ (n)(bmntc)c = O(mn), Lemma 6.1 implies that

E
(

sup
t∈[0, T ]

(
Yn(bEτ (n)(bmntc)c)− Zn(m−1n Eτ (n)(bmntc))

))
= O(m1/2

n )

for every fixed T > 0, where the definition of Zn, see (32), has to be recalled.

Thus, (50) follows if we can check

(51)(
a−1/2n

(
Zn(m−1n Eτ (n)(bmntc))− cn(−n log(1− (mnt)/n)))

))
t>0

f.d.d.−→
n→∞

(B(t))t>0.

For fixed n, the function cn defined in (6) is increasing and subadditive on (0,∞),

whence

0 6 cn(x+ y)− cn(x) 6 cn(y) 6
∑
p6n

log p(1− (1− n−1bn/pc)y)

6 y
∑
p6n

p−1 log p 6 const× y log n

and, see (10),

bEτ (n)(bmntc)c = bn(Hn −Hn−bmntc)c = −n log(1− (mnt)/n) +O(1).

Therefore, the equality EZn(t) = cn(bmntc) shows that convergence (51) is equiv-

alent to

(52)(
a
− 1

2
n

(
Zn(m−1n Eτ (n)(bmntc))− EZn(m−1n Eτ (n)(bmntc))

))
t>0

f.d.d.−→
n→∞

(B(t))t>0.

Using once again the estimate bEτ (n)(bmntc)c = O(mn), we can apply Lemmas 6.2

and 6.3 to deduce that (52) is implied by

(53)
(
a−1/2n ×

bEτ(n)(bmntc)c∑
k=1

(log Ũ
(n,mn)
k − E log Ũ

(n,mn)
k )

)
t>0

f.d.d.−→
n→∞

(B(t))t>0.
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The latter relation follows from Lemma 6.5 and

Var
( bEτ(n)(bmntc)c∑

k=bmntc+1

(log Ũ
(n,mn)
k − E log Ũ

(n,mn)
k )

)
6 (Eτ (n)(bmntc)− bmntc)Var (log Ũ

(n,mn)
1 ) = O(n−1m2

nVar (log Ũ
(n,mn)
1 ))

which, in view of Chebyshev’s inequality, (36) and mn = o(n), ensures

a−1/2n ×
bEτ(n)(bmntc)c∑
k=bmntc+1

(log Ũ
(n,mn)
k − E log Ũ

(n,mn)
k )

P−→
n→∞

0.

8. Appendix

We intend to show that the normalization in a limit theorem for Ŷn(bmntc)
defined in (9) is different from that in Theorem 3.6 unless limn→∞(log n/ logm) = 1.

We confine ourselves with the one-dimensional convergence.

Proposition 8.1. Assume that mn →∞ and mn = o(n) as n→∞. Then

(54)
Ŷn(mn)−

∑
p6n log p(1− (1− p−1)mn)√

2−1mn(log2 n− log2mn)

d−→
n→∞

B(1),

where B(1) has a standard normal distribution.

Proof. Repeating verbatim the argument used in the proof of Lemma 6.1 we obtain

a counterpart of the limit relation stated in that lemma

E
∑
p6n

log p

(
max

16k6bmntc
Gk(p)− 1{max16k6bmntc Gk(p)>1}

)
= O(m1/2

n ).

Thus, it is enough to prove (54) with Ŷn(mn) replaced by

Ẑn(1) =
∑
p6n

log p · 1{max16k6mn Gk(p)>1}.

The centering in (54) is just the expectation of Ẑn(1). To calculate the variance we

argue as follows

Var (Zn(1)) =
∑
p6n

log2 p(1− (1− p−1)mn)(1− p−1)mn

=
∑

mn<p6n

log2 p(1− (1− p−1)mn)(1− p−1)mn +O(mn logmn)

=
∑

mn<p6n

log2 p(1− (1− p−1)mn) +O(mn logmn),
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where we have used (16) to obtain∑
p6mn

log2 p(1− (1− p−1)mn)(1− p−1)mn 6
∑
p6mn

log2 p = O(mn logmn)

and ∑
mn<p6n

log2 p(1− (1− p−1)mn)2 6 m2
n

∑
mn<p

p−2 log2 p = O(mn logmn).

Further,

mn

∑
mn<p6n

p−1 log2 p− 2−1mn(mn − 1)
∑

mn<p6n

p−2 log2 p

6
∑

mn<p6n

log2 p(1− (1− p−1)mn) 6 mn

∑
mn<p6n

p−1 log2 p

and

m2
n

∑
mn<p6n

p−2 log2 p = O(mn logmn)

by (43). It remains to note that

mn

∑
mn<p6n

p−1 log2 p ∼ 2−1mn(log2 n− log2mn)

by (16) and

(mn logmn)/(mn(log2 n− log2mn)) 6 1/ log(n/mn) → 0.

Put bn := 2−1mn(log2 n− log2mn) and

Vp(n) := 1{max16k6mn Gk(p)>1} − P
{

max
16k6mn

Gk(p) > 1

}
for n ∈ N and p ∈ P. The Lindeberg–Feller condition, see Theorem 4.12 in [19],∑

p6n

log2 p · EV 2
p (n)1{log p|Vp(n)|>ε

√
bn} = o(bn)

for all ε > 0 is trivial because log p |Vp(n)| 6 log n for p 6 n and mn(log2 n −
log2mn) grows faster than log2 n. The latter follows from

mn(log2 n− log2mn)/ log2 n > mn log(n/mn)/ log n > log(n/mn)→∞

in the case mn > blog nc and mn = o(n) and

mn(log2 n− log2mn)/ log2 n > mn log(n/mn)/ log n ∼ mn →∞

in the case mn < blog nc and mn →∞. �
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Now we use Theorem 3.6 and Proposition 8.1 to conclude that limn→∞(bn/an) =

1 if, and only if, limn→∞(log n/ logmn) = 1. Recall that an is defined in (35). If, for

instance, mn 6 n1/2 and mn → ∞, then an = 2−1mn log2mn so that bn/an > 3.

In particular, limn→∞(bn/an) =∞ whenever limn→∞(log n/ logm) =∞.

Here is the promised sketch of the proof of Proposition 3.3.

Proof of Proposition 3.3. It is enough to prove the joint convergence((
log lcm(U

(n)
1 , U

(n)
2 , . . . , U (n)

m )−
m∑
k=1

logU
(n)
k

)
m∈N

, (n−1U (n)
m )m∈N

)
d,∞−→
n→∞((∑

p

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
))

m∈N
, (Um)m∈N

)
.

Note that, for every fixed M ∈ N,

log lcm(U
(n)
1 , U

(n)
2 , . . . , U (n)

m )−
m∑
k=1

logU
(n)
k

=
∑
p6n

log p ·
(

max
16k6m

λp(U
(n)
k )−

m∑
k=1

λp(U
(n)
k )

)
=
∑
p6M

· · ·+
∑

M<p6n

· · · =: W1(n,m,M) +W2(n,m,M).

By the continuous mapping theorem applied to part (ii) of Lemma 3.1,(
(W1(n,m,M))m∈N, (n

−1U (n)
m )m∈N

)
d,∞−→
n→∞(( ∑

p6M

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
))

m∈N
, (Um)m∈N

)
for every fixed M ∈ N. Further, using Theorem 2.3(i) in [8] with f(x) = x yields

lim
M→∞

∑
p6M

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
)

=
∑
p

log p ·
(

max
16k6m

Gk(p)−
m∑
k=1

Gk(p)
)

a.s.

It remains to invoke Theorem 3.2 in [6] in conjunction with the relation

lim
M→∞

lim sup
n→∞

P{|W2(n,m,M)| > ε} = 0

for every fixed ε > 0 and m ∈ N. For the latter, see formula (22) in [8]. �

We finish with a discussion of why our approach fails as far as a functional

convergence in the Skorokhod space is concerned. Obviously, in our approach the

functional version of Theorem 3.6 is a necessary ingredient for a functional version
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of Theorem 3.5. From Lemma 6.1 it is clear that the convergence in Theorem 3.6

follows provided that (34) holds in the functional sense. Our next step was to prove

the approximation

(55) Zn(t)− EZn(t) =

bmntc∑
k=1

(
log Ũ

(n,mn)
k − E log Ũ

(n,mn)
k

)
+ εn(t),

where a
−1/2
n εn(t) converges to zero in probability, for every fixed t > 0. This has

been accomplished via Lemmas 6.2 and 6.3 with the aid of Chebyshev’s inequality.

The latter is clearly insufficient to deduce the functional approximation

(56)
supt∈[0, T ] |εn(t)|

√
an

P−→
n→∞

0,

for every fixed T > 0, needed for the functional convergence. We have not been

able to check (56) with the help of our methods.
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[4] Arratia, R. and Tavaré, S. (1992). Limit theorems for combinatorial struc-

tures via discrete process approximations. Random Struct. Alg. 3, 321–345.

[5] Billingsley, P. (1974). The probability theory of additive arithmetic func-

tions. Ann. Probab. 5(2), 749–791.



34 DARIUSZ BURACZEWSKI, ALEXANDER IKSANOV, AND ALEXANDER MARYNYCH

[6] Billingsley, P. (1999). Convergence of probability measures. Second edition.

Wiley Series in Probability and Statistics: Probability and Statistics. John Wi-

ley & Sons.

[7] Bingham, N. H., Goldie, C. M. and Teugels, J. L. (1989). Regular vari-

ation. Encyclopedia of Mathematics and its Applications, 27. Cambridge Uni-

versity Press.

[8] Bostan, A., Marynych, A. and Raschel, K. (2019). On the least common

multiple of several random integers. J. Numb. Theory, 204, 113–133.
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[14] Erdős, P., and Kac, M. (1940). The Gaussian law of errors in the theory of

additive number theoretic functions. American Journal of Mathematics, 62(1),

738–742.
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